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Course Materials
VIS/NIR spectra of 61 beers
e These slides Purpose: prediction of real extract
¢ PLS_Toolbox or Solo 6.7 or later Absorbance
e Data sets ‘
¢ From DEMS folder (distributed with software) 3
* nir_data.mat (optional)
* From EVRIHW folder (additional data sets) 2
* beer.mat, nir_shootout_2002.mat (optional)
;
400 nm Wavelength 2300 nm
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Why select
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Choose method
In practice
Some examples

VIS/NIR spectra of 61 beers

Try to make a PLS model for extract

* Load beer.mat
e Xisinbeer and Y in

PLS. Workspace Browser

File Edit_ View Analyze Help Fighrowser extract
» W D@ =@ o
o ros | ocuments SR _Reposiorycowss gen6 e e ¢ Try to make a nice model
Aoyl Tos oD and determine quality
Topics (double cick t open)
T s T (RMSEC, RMSECV)

;
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S - esinm 10 2007 528 7 e AT e e
» ) CLUSTERING W _) avestdHW.m Jul 10, 2007 5:38 PM 4KB  MATLA.rce file
» 5 CLASSACATION | Bz avicelmat Sep 19, 2008 212 PW. 766KB  MATLA kspace
» L S 3 osor tomon
» Bomer ] caustcnat i 10,2007 5:38 Pt 67KB  MATLA. kspace
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] o o 1908 st 4
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Choose method
In practice

Exercise Data

Determination of the amount of extract from NIR spectra of beers.

Dispersive visual & near-infrared data collected (at 25 C) NIRSystems Inc. (Model 6500)
spectrophotometer. Split detector system — silicon detector 400-1100 nm & (PbS) detector
1100-2500 nm.

VIS-NIR transmission recorded directly on undiluted degassed beer in 30 mm quartz cell.
Spectral data collected at 2 nm intervals 400-2250 nm & converted to absorbance units.

Original extract concentration is a quality parameter in the brewing industry, indicating the
substrate potential for the yeast to ferment alcohol and serving as a taxation parameter.
Original extract concentration determined by Carlsberg A/S in the range of 4.23-18.76%
plato.

Data sorted by extract value, and a model independent test set was constructed by
selecting every third sample of this full data set. There are thus two data sets: one for
calibration (40 samples) and one for independent estimation of prediction error (20
samples).
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Start PLS, Load Beer

Analysis - PLS (No Model) - Beer Quaty,
File Edit Preprocess Analysis Tools Help FigBrowser
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double-click to
start PLS

Why select
What methods
Choose method

Why variable selection? :::..

= W& Mau i "“

* Improvement of the model
¢ Remove irrelevant, unreliable or noisy variables
¢ Improve predictions
« Improve statistical properties

RANEEE)

* Interpretation
¢ Obtain a model that is easier to understand

* Costs
¢ Use less measurements to replace expensive or time-consuming one

e Development of fast instruments/routines for on-line control
* Find wavelength ranges for a filter-based instrument
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Some examples

What methods available?

* A priori
Choose measurements
* A posteriori
Use chemical/physical insight
¢ Model based
Look at loadings
*  "Random based”
Genetic algorithms
Simulated annealing
*  Classical
¢ Forward, backward selection
Best subset selection
Significance tests
Significance based on Jack-knife

* GOLPE
«  “Spectral”
i-PLS
*  Other

Pure variables
Principal variables
Iterative weighting with regression vector

EEIGENVECTOR
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Method : A priori e
Choose the right measurements
¢ The most important of all
* Beyond the scope of this course as we
assume the data are already available/fixed
Important assumptions
* There may be indirect correlations that you
did not anticipate
* Don’t choose too few variables a priori
# EIGENVECTOR
1 L4\J RESEARCH INCORPORATED 12

Why select
What methods

What methods?

* Why not just choose the best variables?
* Highly nonlinear problem
» Exchaustive search not possible
* How to validate what’s good?

Relevant datg Irrelevant data
Best fitting variable @ R
of 1000 to ten ® o®
calibration o o
]
samples ° o

New data (100
samples)

Why select
What methods
Choose method

Method: A Priori inpractice

Some examples

Example indirect relation

Screening for dioxin contamination in fish oil by
PARAFAC and N-PLSR analysis of fluorescence
landscapes®

Dortho Kjeor Podorson. Lars Munck and Soren Balling Engelson*
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Method: A Priori What meinods

Choose method

Example indirect relations -

Even though not direct link — fluorescence works well!!!

20

Predicted Dioxin [ng/kg]

Correlation (r): 0.96

RMSECV: 10 ng/ke

Measured Dioxin [ng/kg]

o AA 5 10 15 20
Figure 5. Predicted dioxin concentration versus measured dioxin concentration for N-PLSR model
(four PCs) for sample set A + B fish oil samples (n=75). The correlation coefficient (1) and
prediction error (RMSECV) are reported.
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MethOd - A posteriori Some examples

* Remember that a regression
model is not only depending on
the analyte direCtly Pure spectra Pure spectra

* Also has to adjust for
overlapping signals

Regression vector

Regression vector

EIGENVECTOR

M\ RESEARCH INCORPORATED

Why select
What methods
Choose method
In practice

Method : A posteriori

* Remember that a regression
model is not only depending on
the analyte direCt]y Pure spectra Pure spectra

* Also has to adjust for
overlapping signals

Regression vector

Regression vector

IGENVECTOR
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Why is Variable Selection
Hard?

* Is much easier when analyte of interest has “pure
variables,” i.e. variables where the analyte has a
signal but no interferents do

* When interferents overlap with analyte, important
variables can be positively correlated with
concentration, negatively correlated, or
uncorrelated!
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) Consider 3 Cases
SImpIe Sys tem Example Igterlerent vs. Analyte Conc. I?:'(a Colored by Analyte Conc. Data Correlation w/Analyte
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i /
Need Both Variables 33 & 66! .
,RAbs(GG) vs. Analyte Conc. N‘IIIBR (33,66) Actual vs. i ] ion C ici Regresslon Coeffs and Da ta
2
1
5 0
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Why select
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Example: A posteriori

VIS/NIR spectra of 61 beers

Purpose: prediction of real extract

Absorbance
4
3
2
1
400 nm Wavelength 2300 nm
[~ ]
@ EIGENVECTOR
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Why select
‘What methods
. - Choose method
Example: A posteriori Inpracice

Some examples

Selected interval: 1218-1300 nm

Absorbance
4

0
400 nm Wavelength 2300 nm

r
o
23 | 4

EIGENVECTOR
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Example: A posteriori

Full spectrum PLS-model

Cross validated prediction error (61 samples, 6 segments)
Five PLS factors

Why select
What methods
Choose method
In practice
Some examples

21| r=0.96 6
RMSECV = 0.68
157
29 > 604#5

B 3

10 v
3212 55
57 31 30
"0 5 10 15 20
N %= EIGENVECTOR
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Example: A posteriori
PLS-model based on 1218-1300 nm

Cross validated prediction error (61 samples, 6 segments)

Three PLS factors

Why select
What methods
Choose method
In practice
Some examples

2071 r=1.00 5
RMSECV = 0.16 >
15 1
5
10 1 -
332 °
57 o
0 5 10 15 20
b E“= EIGENVECTOR
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Why select
What methods
Choose method

Example: A posteriori In practcs

Some examples

PLS-model based on 1218-1300 nm

This course is about how to achieve results as these
even in situations where such detailed background
knowledge is not accessible.

r=1.00
RMSECV =0.16

25 "2 RESEARCH INCORPORATED

Why select
What methods
Choose method
In practice

Model based selection Some examplos

Important assumptions

* Model is reasonable
* if 900 out of 1000 variables irrelevant, the model may
be reflecting those and hence the relevant ones look
insignificant
¢ Model is certain
» Few samples or noisy measurements =>
* Statistical uncertainty high =>
* Do not trust the model parameters too much

IGENVECTOR

ESEARCH INCORPORATED
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Why select
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In practice

Model based selection “~

* Simply use the visual appearance of the model

e E.g. small loadings, low regression coefficents etc.

Why select
What methods
Choose method
In practice

Some examples

Model based selection
Example — Sensory analysis

= Sensory profiling of bread

8 Judges
= 10 breads (replicates) x 11 attributes x
8 judges N .
= Average over judges: 10 x 11 10 breads B
attributes 11 attributes
= Data from Magni Martens
11 attributes
10 breads Average Judge 1-8
:E
= EIGENVECTOR
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Model based selection
Example
0.5 PCQSaIt taste fcloadings
Tough
OlBgriasis
Bre¢ad odol

0 oisture! Sunt te

05 Ye?é&eﬁ@(sxe\ pC1

04 02 0 o.x 04 06

X-variance  Explained Variance

100

Loadings indicate some variables not important
50
Seems trustworthy as the model 0

is otherwise well-behaved PC_00 PC_02 PC_04 PC_06 PC_08
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Model based selection
Automating it a bit

Variable importance for Projection (VIP)
Relative weighted sum of squares of PLS-weights,
weighted by components importance for predicting
- Assumes valid model

- Hence only remove few variables at a time

- And check for outliers etc. along the way

- VIP smaller than one indicates low importance

EIGENVECTOR

RESEARCH INCORPORATED

S. Wold, E. Johansson, M. Cocchi, 3D QSAR in Drug Design; Theory, Methods, and
31 Applications, ESCOM, Leiden, Holland, 1993, pp. 523~ 550.

Why select
What methods

Model based selection Choose method

In practice

Example - Many ways to skin a cat Some exampes

. X-loadings
Want to get rid of more? os -|{ "% o, i
- T h
Remove redundant o
a Bl Qfller taste
variables Off-flavor
o ; Sweet taste
05 Yeveqpos??;s(e PC1
-0‘.4 —OY.Z 6 012 014 016
[ A~ | ]
. EIGENVECTOR
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Model based selection =~
Automating it a bit

VIP summarizes weights

§ Variables/Loadings Plot for beer
. 5’ 02
and regression .
coefficients and takes Y ER

\

explained into account Figure 5 Variables/Loadings

le Edit View Insert Tools Deskiop Window Help PlotGUL
Variables/Loadings Plot for beer

Reg Vector for Y 1

5

o
05
-1

4

00 600 800 1000 1200 1400 1600 1800 2000 2200
Variable

VIP Scores for Y 1
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Some examples

Model based selection
Automating it a bit

= Variables/Loadings Plot for beer
g
2
&
-
E
s
Tl'y yourself on the -
le Edit View Insert Tools Desktop Window Help PlotGUI
beer data. Variables/Loadings Plot for beer

=

Is a one-shot 1000 1200 7400 1600 1E0D 2000 2200

Variable

800

Reg Vector for Y 1
&
st im0l

selection optimal?

VIP Scores for Y 1

it
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Some examples

Genetic algorithm

¢ Method
e Survival of the fittest (best fit)

¢ Principle
¢ Every combination of variables (a model) is defined by an index

of which variables to use and the goodness of this model

* Example: One species is given by the calibration model with variable 1, 3, 14 & 27 yields
and RMSEP of 1.23.

* Find better models by “mating” species so that the good ones
mate more than bad ones (survival of the fittest).

o Example: Calibration models with variable 8 are generally better and therefore
increasingly part of new calibration models.

EIGENVECTOR
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Some examples

“Random” variable selection

Random selection means choosing
without considering improvement in
fit directly

—

‘home > in the lab > article
Genetics Help Breed Best Missile Designs
By Jim Bowne

Increases chance of obtaining T
unforeseen and complex interactions Avson an Mt Rosearr
development funds. The center
and develop complex missile
continues to develop creative

Genetic algorithms is a good example

www.rdecom.army.mil

EIGENVECTOR
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Why select
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Some examples

Genetic algorithm

¢ Terminlogy
* Population
¢ One individual
¢ One gene

= Set of individuals
= Model with a given set of variables
= Codes for one variable (in/out)

¢ Algorithm
¢ Make start population (e.g. 50 different models with different variables included)
¢ Evaluate each model (RMSEP or similar)
¢ Have a party and let the best ones have most fun
¢ Fun: two models mate and make a child which has similar variables
¢ Arrange a new party for the 50 children and continue

Gene for one model defines which variables are in.
RMSEP defines the quality of the individual

10010000000000

X

Riccardo Leardi has written many papers on
how to make genetic algorithms work

EIGENVECTOR
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Random methods Inpraciice

Assumptions

e "Random” methods are based on combining a
random search (individuals) with a guided search
(mating)

* Mostly used because exhaustive search is too expensive
* Good and sound principle

» Excellent for getting ideas

* Not good, though, for refining

37
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Genetic algorithms

Exercise

) G for Variable Selection Results (==
Fle Edt Vew Insert Tooks Desktop Window Help ~

DEE& hKRANS € 0B =50

Fitness vs. # of Variables at Generation ;.{(BquﬁOn of Average and Best Fitness
215

¢ Does the result look nice?

¢ Maybe try increasing
iterations?

Fitness

Average and Best Fitr
o

0
220 230 240 0 50 100 150
Number of Variables Generation
Evolution of Nurnber of Variables odels with Variable at Generation 101
300 ©
2 60

s

250

200

Average Variables Used

0 50 100 150 0 200 400 OO 80O
Generation Variable Number

Models Including
B

EEIGENVECTOR
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In MATLAB
>> load beer
>> genalg

Load calibration data

(beer and extract)
Execute

Exercise

) Genetic Algorithm for Variable Selection

File Preprocess

Genetic algorithms

Why select

What methods
Choose method

In practice

Some examples

1 .

G Parameters Regression Cholce.
1 258
Populetion Size 1 2%
1 50 #ofLvs 10
Window Wieth
10 EY <
% It Terms
Terget Min: Max 2 =
erget i #ot Spits 4
0 04
Penaty Siope ! °
¥of terations. 1

Max Generations
1

Replicate Runs: |

% ot Convergence
0.001

Mutation Rate
Crossover:

Data: none
001 || Resuts: none

Genetic algorithms

Generally

Lower the number of components
based on initial PLS analyses but use

a little more

Keep ending criteria sensitive. The
more iterations which occur, the more
feedback from the cross-validation
information, thus more likely over-

fitting,

Use random cross-validation and
multiple iterations if practical,

Repeat the GA run multiple times and

watch for general trends

For data with many variables and
fewer samples, increase the window

width

Exercise

Why select

EIGENVECTOR
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In practice

Some examples

1

Number of Data Splits

Maximum Number of LVs.

Fie g3t yen Dest Lol Dss:

Dedse h QAN (€08 (s 0

SIMPLS Vatiance Captured and C fo xxc

RMSECY, RMSEC

25 3 35 4
Lstent Variable Number

35 5 55

EIGENVECTOR
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Why select

Genetic algorithms What mothods

Choose method
In practice

Exercise

In PLSToolbox
Size of Population Larger ) Genetic Algorithm for Variable Selection BEX
populations provide a better Fie Preprocess ~
representation of different variable o e
CamT oS, ® || Omr  Ons
Window Width When adjacent populetion Stze = K | 2

iabl i lated i K —— #ofLvs 4
variables contain correlate e =
information the original variables can 0 [ % e
be included or excluded in "blocks" LN 4 O BN O ot

: 2 < 20
.. 0 Target Min: Max:

% Initial Terms Appr. # variables g ] #of Spits 5
: B i LIl —
included in the initial subsets. Few Peraly Sops o 1 [ 10
initial terms will make identification 1 [ | = # of terstions 2
of useful variables more difficult, but Lottt 100 Repicate Runs: | 1

1L bi ; 1w

will bias the end solution towards T = X Biock xxc (40<926) [Pre: rone]

models with fewer variables. o0t [ [ | 001 |[msere e T o]

* Target Min/Max & Penalty slope e e
' . Crossover: Execute

For guiding towards a specific Osrge Opae|[ oo |

number of variables

EIGENVECTOR
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Classical methods

¢ Subset selection

* Statistical significance tests

¢ Forward selection

e Backward selection

¢ Best subset selection

EEIGENVECTOR
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Why select
What methods

Genetic algorithms psien

Exercise o

13 of 51 Models - Using 128-192 variables

Bad variables

0.240

0.229

RMSECV

0218

400 500
Variable #

Good variables

EIGENVECTOR

42 RESEARCH INCORPORATED
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Classical methods i roctte.
. . . . Some examples
Statistical significance tests
Principle
¢ Do regression
¢ Eliminate variables with non-significant regression coefficients
Properties
¢ Very fast
¢ Assumes a statistically valid model
¢ Assumes statistically valid significance tests
¢ Hence only works for models with insignificant amount of irrelevant
variables
The function Calibsel selects variables based on significance
. EIGENVECTOR

RESEARCH INCORPORATED
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I n te r mezzo Some examples

iPLS: Interval PLS
Local models in n intervals. Very intuitive and useful
approach that can be easily combined with variable

selection

X1 X2| ... Xn

L. Ngrgaard, A. Saudland, J. Wagner, J. P. Nielsen, L. Munck, S. B.
Engelsen. Interval partial least-squares regression (iPLS).
45 Appl.Spectrosc. 54 (3):413-419, 2000.

EEIGENVECTOR
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Classical methods
Forward selection

Principle
e Select best fitting variable (or better cross-validated)
* Regress y on this and select variable fitting best on residual
* Regress y on these two and select best fitting on the residual
* Etc.

¢ Fast
¢ Handles many irrelevant variables

¢ If many samples or test set evaluation
¢ Often works well

* Disregards interactions to some extent

% EIGENVECTOR
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RMSECV with interval added

iPod introduced 2001
iPLS introduced 2000
Lawsuit?!

iPLS result on beer data

Forward iPLS Results

1200 1400
Variable number

RESEARCH INCORPORATED

Forward selection

Exercise

Try forward selection on NIR data

Many variables — computationally expensive
* If correlation between neighbors use windows
instead of individual variables.
* E.g.use every 10 neighbors as one set and ex/
include them all together

@ EIGENVECTOR

EIALJ RESEARCH INCORPORATED
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Forward selection

Exercise

Maybe more than one interval
could be useful?

Maybe bigger or smaller intervals
are better?

Investigate ..

B Aralysis LS 1LVs - Beer Qualy oact

; Sy
o Calibration Validation

[No. of Intervals: T Adonste

Interval Size fvars): o

[Max LVs: 2

| Jmoptns [ Execute

[Use Seloctod Intervals o || dsca

WVaring This model appears 1o have some unusual Q residuals. Flaase reviaw O residuals and -
1Q contributions using the Scores plot and determing f these samples are erfars that should be
romovad. fthass ara not arrars, considar adding addfional samplas and using more latent

EIGENVECTOR
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Backward selection
Exercise

Rather than forward selection,
you can choose advanced
options and rather than selecting
variables, you can de-select
variables by choosing the
reverse mode

Principle
¢ Make full model and remove the variable
contributing the least to the fit
¢ Repeat that
Good
* Takes interactions into account
Bad
* Often less efficient than forward
selection

Analysis - PLS 1 Vs - Beer Qualty, extrct =)

ile Edit Preproces: Analysis Tools Help Fighrowser ~

ME RV

P
Model -

P Derrmen T
Calibration Validation

PLS Variabl Sekcton

[Mode:
[No. of Intervals:
Interval Size (vars):
Step Size:

[Max LVs: 1

Waming: This model appears to have some unusual Q residuals. Please review Q residuals and  ~
Q contributions using the Scares plot and determine if these samples are errors that should be =)
removed. ff these are not ermors, consider adding addtional samplss and using mors latent

EEIGENVECTOR
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Forward selection
Exercise

Once you have a good
model, either

1)  Quick and dirty: use
the good intervals

No. of Intervals:

Interval Size (vars):

2) Better: Remove the
clearly bad intervals Max LVs:

| A options.
Use Selected Intervals|

Analysis - PLS 1 LVs - Beer Quality, ext

m

ICEES ST
Fie it s et Toos Deoktnp Window Hlp Pgbromer =
DEWs |32 0DEL 3 08aD

Fonvart PLS Rasuts

07

o -
Fos
£ 04l
-
H
Zos
202

(112021133 120021215 1240
146021478 ]

Warning: This model appears to have some unusual Q residuals. Please review Q residuals and
Q contributions using the Scares plot and determine if these samples are errors that should be
removed. If these are not errars, consider adding additional samples and using more latent

Choosing method
If there are many irrelevant

variables

* Do not use statistically based tests

OR
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Why select
What methods
Choose method
In practice
Some examples

* The fewer samples, the more important the independence

of the optimization criterion is

¢ Do not use fit values but rather cross-validation or test set

¢ Genetic algorithms and forward selection are good choices

* Refine solution using background knowledge and other

variable selection tools

EIGENVECTOR
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Choosing method

Why select
What methods
Choose method
In practice
Some examples

If refining an already ok model

¢ The more samples (to variables), the less

important optimization criterion is

o Statistics makes sense

« Significance is very helpful, model parameters can be interpreted meaningfully

e Use iPLS, backward selection, model statistics

such as VIP etc.
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Choose method
In practice

How to do it in practice Som evamples

¢ Never trust results

* Use several methods as inspiration

¢ Evaluate selected variables

¢ Add some, remove some, check with a priori knowledge

¢ The better the initial model, the better results

from variable selection

* Remove obviously irrelevant variables

e Remove outliers

e Bin similar variables

55
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Why select
What methods
Choose method
In practice
Some examples

How to do it in practice

By now it is clear that most methods do not like outliers:

Remove outliers!!

Even if they are not finally removed, meaningful
variable selection is not possible with even slightly
significant outliers (unless very many samples).

So get rid of them and add them again afterwards

) (AT
Alternative — robust methods E = | GE NVE CTO R
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